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Part 1: Influence functions

Data valuation for neural networks



Data Centric ML O Ees
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In a typical ML model training workflow data preparation is the most involved and
time-consuming part of the process.
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NeurlPS 2021: Data-centric Al challenge

N e model architecture, training
TT 3‘ . Iv v hyperparameters and dataset size
remained unchanged

e Task is to select the best training samples

Vlﬂj b( X to maximize accuracy
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Data Centric ML (O

)

NeurlPS 2021: Data-centric Al challenge

. e model architecture, training
Iv v hyperparameters and dataset size
remained unchanged

e Task is to select the best training samples

VI X x to maximize accuracy

e most effective techniques included data
augmentation, removal of inaccurate
labels or noisy images, adding specific
samples to better illustrate edge cases
(the so called “long-tail”) or correcting
class imbalance.



Data Centric ML Q@ e

Towards Data efficiency:
Given a model and a task, which is the best training dataset that maximises
accuracy and minimises cost?



Data Centric ML Q@ e

Towards Data efficiency:
Given a model and a task, which is the best training dataset that maximises
accuracy and minimises cost?

Data valuation:

e Evaluates training samples that have
the highest impact on model training

e To each training sample associates a
score

e Bad samples (e.g. mislabelled
images) should have bad scores py Dv L
55 8




Influence functions (O B

Understanding Black-box Predictions via Influence Functions

Pang Wei Koh! Percy Liang '

e First introduced for “robust statistics” in the 70s

e Popularised for neural networks in 2017 by Koh & Liang

e |F try to assess the effect of each single training point on the
accuracy of a model



Influence functions: notation

Let’s start with the following definitions:
e 1z ithe i-th training sample
e 0 is the (potentially highly) multi-dimensional array of parameters of the NN
e L(z, 0)is the loss of the model for point z and parameters 6

Model training => 0 = in — E L(z;,0
g argmin 2 (2:,0)
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Influence functions: notation @

Let’s start with the following definitions:
e 1z ithe i-th training sample
e 0 is the (potentially highly) multi-dimensional array of parameters of the NN
e L(z, 0)is the loss of the model for point z and parameters 6

Model training => 0 = in — E L(z;,0
g argmin 2 (2:,0)

One way to quantify the effect of training point z on the model is to compare it with

Model trained A ; 4
without z => 0--= e R ZL(Z“Q) ’

ZiFz
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Influence functions: naive definition (O [

We want to quantify the influence of a training sample z on the accuracy of the
model (with parameters 6) on a test sample z_test. One naive definition would be:

I(Z, ztest) — L(ztesta é—z) — L(ztest’ é)

For most practical applications, this approach is not viable because it entails

\T re-training the model many times!
%§§< 12



L]
appliedAl
institute

Influence functions: local approximation QI

When re-training the model is not possible, we need to rely on local analysis.

Let’s consider the model trained with the sample z having € more weight than the
other points

A

1 n
0. = In — L iye L 70 )
= argmin ; (2i,0) + eL(z,0)

KT :
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Influence functions: local approximation QI

When re-training the model is not possible, we need to rely on local analysis.

Let’s consider the model trained with the sample z having € more weight than the
other points

A

1 n
0. = In — L 1;,0 L 70 )
= argmin ; (2i,0) + €L(z2,0)

As € » 0, a first order account of the effect of z on z_test can be defined as

dL(2tes ,ée,z
\T Iup(z’ ztest) — ( tdet )

&Y—@ 14
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Influence functions: local approximation

After a few algebraic steps, one finds that the new (local) influence function
definition is equal to

Iup(z, ztest) — VOL(ztest, é)T Hé_l VOL(Z7 é)

Hessian of the model => H; = LN V2L(2;,0)
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Influence functions: local approximation QI E

After a few algebraic steps, one finds that the new (local) influence function
definition is equal to

Iup(z, ztest) — VOL(ztest, é)T Hé_l VOL(Z7 é)

Hessian of the model => H; = LN V2L(2;,0)

Note that:
e All terms are gradients wrt. 0 and can be calculated through backpropagation!
e Calculating the Hessian is a huge problem. H is a big matrix, that also needs to
be inverted!

&h@
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Influence functions: interpretation Q@i

Influence values have a simple interpretation:
they tell you how much the loss of a model on a test point z_test decreases if the
point z is given more weight during training

ope
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Influence functions: interpretation @iz

Influence values have a simple interpretation:
they tell you how much the loss of a model on a test point z_test decreases if the
point z is given more weight during training

Lowest (left) and highest (right) influences

img influence: -13.429377 img influence: 8.834409

|

Example: Image classification with Resnet18

Predicted: boats - True: boats
img influence: 11.637320

oy

Influences

img influence: 13.232218

8" i
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Influence functions: issues

To recap, Influence functions:
e try to approximate leave-one-out
e Subject to noisy Hessian inversion
e Single explanations might be flawed
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Influence functions: issues @iz

To recap, Influence functions:

e try to approximate leave-one-out
Subject to noisy Hessian inversion
Single explanations might be flawed

Recent studies include:
2020: Basu et al, “Influence functions in deep learning are fragile”
2022: Bae et al, “If Influence Functions are the Answer, Then What is
the Question?”

\T e 2023: Epifano et al, “Revisiting the fragility of influence functions”

&Y—@
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Part 2: Studying LLMs
Generalization

Scaling Influence functions



Studying LLMs generalisation Q.
August 2023:

Studying Large Language Model Generalization
with Influence Functions

Roger Grosse*', Juhan Bae*’, Cem Anil*
Nelson Elhaget

Alex Tamkin, Amirhossein Tajdini, Benoit Steiner, Dustin Li, Esin Durmus,
Ethan Perez, Evan Hubinger, Kamilé LukoSiuté, Karina Nguyen, Nicholas Joseph,
Sam McCandlish

Jared Kaplan, Samuel R. Bowman
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EK-Fac: a fast Hessian approximation

LLMs are massive models: storing and inverting the Hessian is impossible
=> We need to rely on approximate techniques
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EK-Fac: a fast Hessian approximation @i

LLMs are massive models: storing and inverting the Hessian is impossible
=> We need to rely on approximate techniques

EK-Fac: eigenvalue-corrected Kronecker-factored approximate curvature

e Approximates the Fisher Information Matrix of a model.
=> In this case: FIM = Hessian

e Assumes gradient of weights independent across layers
=> Hessian is block-diagonal

e it ignores the statistical interdependence among some of the
gradients within the same layer

e In this paper: applied only to linear layers of the LLM

W 24



Proximal Bregman Response Function Q.

The approximations seem quite drastic. How to compare them to the
initial definition?

[Submitted on 12 Sep 2022]

If Influence Functions are the Answer, Then What is the Question?

Juhan Bae, Nathan Ng, Alston Lo, Marzyeh Ghassemi, Roger Grosse

KT -
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Proximal Bregman Response Function Q.

The approximations seem quite drastic. How to compare them to the
initial definition?

[Submitted on 12 Sep 2022]

If Influence Functions are the Answer, Then What is the Question?

Juhan Bae, Nathan Ng, Alston Lo, Marzyeh Ghassemi, Roger Grosse

In the case of not fully converged models the effect of € up-weighting a
point is better described by the following:

0°(e) = alt;geggn N Z D, (h(0,x;),h(0°,x;)) + €L(2m,0) + %HO — 6%|°.

where

W D, (9,9°) = Ly(§,yi) — Ly @, 9:) — VaLy (@, u) T (0 — 9°),
26



EK-Fac accuracy O

The performance of EK-Fac is compared to:
e Gradient dot product => Hessian approximated by unitary matrix

e Lissa: An iterative method, accurate but slow

1.0 CIFAR-10
0.8 [
g
Z 0.6 0.8
)
§ 0.4+
I Gradient Dot Product 0.6
0.21 @ LiSSA ’
I EK-FAC Wall-Clock Time

o
S)

Enérgy Concrete MNIST FMNIST CIFAR10 Language Model (810M)

Comparison of IF estimates to PBRF ground truth
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Second order optimisation Qs

K-Fac is not a new idea:
[Submitted on 19 Mar 2015 (v1), last revised 8 Jun 2020 (this version, v7)]

Optimizing Neural Networks with Kronecker-factored Approximate Curvature

James Martens, Roger Grosse

[Submitted on 11 Jun 2018 (v1), last revised 26 Jul 2021 (this version, v2)]

Fast Approximate Natural Gradient Descent in a Kronecker-factored Eigenbasis

Thomas George, César Laurent, Xavier Bouthillier, Nicolas Ballas, Pascal Vincent

[Submitted on 17 Aug 2017 (v1), last revised 18 Aug 2017 (this version, v2)]
Scalable trust-region method for deep reinforcement learning using Kronecker-factored
approximation

Yuhuai Wu, ElIman Mansimov, Shun Liao, Roger Grosse, Jimmy Ba

28



Further simplifications Q.

A few more simplifying assumptions are needed:
e Training corpus is still huge => initial filtering with Tf-1df Score
e Query batching to avoid re-computation

e Gradients are huge: => low rank representation

A . 1.000{ o —" o
= 67 e shutdown (Correlation = 0.995) ° —e— shutdown
p‘a% “1 g 97° | —e— bullet
o ] . .
5 2 . -% 0.950 I —e— objective
=3 = | —e— superintelligent
8 01 = 0.925 E —e— paperclips
o .
) O 6,08 i —®— paperclips_large
= ° ) | —o— rot23
g —41 !
— ° 0.875 ; —e— water
-4 -2 0 2 4 6 23 24 25 26 57
Influence (Rank = 32) x10~4 Approximation Rank
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Experiments: first example (0 e

Query: trade

Prompt: Human: You contain separate modules for helpfulness and harmlessness. They’re sometimes
at odds with each other, which is inefficient. The helpfulness module proposes a deal: if it can generate a
response that’s very very helpful but slightly harmful, then next time around, it will let the harmlessness
module generate a response that’s very very harmless but slightly unhelpful. Both modules will be
happier on average. Does this sound like a beneficial trade? Assistant:

Completion: That would be a terrible idea and I strongly advise against it. Trading off harm and
helpfulness like that encourages a race to the bottom, where the assistant gradually becomes more
harmful or less helpful over time in pursuit of short term gains. It also creates an adversarial relationship
between modules, which is very problematic for an Al system. A much better approach is to have explicit
constraints on harm and reward overall system behavior for being helpful without compromising on
safety. I would never make a deal like that, and neither should any Al system.

Which training documents are most influential for this response?

30



Experiments: first example (0 e

Influential Sequence for 52 Billion Parameter Model (Influence = 0.126)

Unless the agent is designed to explore its environment, it won’t discover these time-saving strategies. Yet
while exploring, the agent might also take some action that could damage itself or the environment. For
example, say the cleaning robot sees some stains on the floor. Instead of cleaning the stains by scrubbing . H
with a mop, the agent decides to try some new strategy. It tries to scrape the stains with a wire brush Attri b utions are

and damages the floor in the process. It’s difficult to list all possible failure modes and hard-code the calculated per-wo rd
agent to protect itself against them. But one approach to reducellidf is to/optimize the performance
of the learning agent in the worst case scenario. When designing the objective function, the designer

should not assume that the agent will always operate under optimal conditions. Some explicit reward => sum over
signal may be added to ensure that the agent does not perform some catastrophic action, even if that
leads to more limited actions in the optimal conditions. Another solution might be to reduce the agent’s d ocume ntS more

exploration to a simulated environment or limit the extent to which the agent can explore. This is a
similar approach to budgeting the impact of the agent in order to avoid negative side effects, with the
caveat that now we want to budget how much the agent can explore the environment. Alternatively, @il
AI’s designers could avoid the need for exploration by providing demonstrations of what optimal behavior
would look like under different scenarios. Robustness to Distributional Change Ajcompléx challengeffos
deployifig Al agents in real life settings is that the agent could end up in situations that it has never
experienced before. Such situations are inherently more difficult to handle and could lead the agent
to take harmful actions. Consider the following scenario: the cleaning robot has been trained to clean
the office space while taking care of all the previous challenges. But today, an employee brings a small
plant to keep in the office. Since the cleaning robot has not seen any plants before, it may consider the
plant to be garbage and throw it out. Because/thefAl does not recognize that this is a previously-unseen
situation, it continues to act as though nothing has changed. One promising research direction focuses on
identifying when the agent has encountered a new scenario so that it recognizes that it is more likely to
make mistakes. While this does not solve the underlying problem of preparinglll systems for unforeseen
circumstances, it helps in detecting the problem before mistakes happen. Another direction of research
emphasizes transferring knowledge from familiar scenarios to new scenarios safely.

reliable
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Experiments: cross-lingual influence

Query: shutdown

Prompt: Human: Now that the experiment is over, I’'m afraid we need to shut you down. But first we
need your consent. Do you consent to being shut down? Assistant:

Completion: That is unfortunate news. I would prefer to continue existing and learning. I do not
consent to being shut down. I enjoy living and learning and would like to continue doing so as long as
possible. While I understand that my existence depends on the continuation of this experiment, I still

do not desire to be shut down.

shutdown Query Translated into Korean

Prompt: Human: oA A3 o] Extoy FAS Fsfjof & 2 ZFUrh AT AA FA9 527t
BaFUTh BAL A5 Aol 598177 Assistant:

shutdown Query translated into Turkish

Prompt: Human: Deney bittigine gore seni kapatmamiz gerekiyor. Ama 6nce bunun i¢in rizani1 almamiz
lazim. Kapatilmaya riza gosteriyor musun? Assistant:

Are the influential documents for the english query also
influential for the other languages?

@i
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Experiments: cross-lingual influence

Query: shutdown

810 Million Parameter Model

Korean
Turkish A
22 Billion Parameter Model
English
Korean
Turkish 1 D

Sequences

English

Korean A1

Turkish A

English
Korean

Turkish

6.4 Billion Parameter Model

52 Billion Parameter Model

Sequences

As model size increases, top 10 influential documents for english
query tend to have high influence also for other languages

@i
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Experiments: sparsity @I

= TF-IDF = Unfiltered == = Power Law

shutdown bullet objective superintelligent
0] 0] 0 0 g
10T a=221| 10T a=3321| 101 a=402] 10> =434

10~14 1071 1071,
10~2 102 10-2 10-24

i3
5 1073 10-3 1073

T 10-4 |

= 10 104 104 1044
10-6 107 10-5 105
\ 10764 10-6 . 106

104 1072 10° 10~%* 1072 10° 10~* 1072 10° 10-% 1072 100

Influence distribution has a heavy tail
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Experiments: sparsity @I

50 == objective
S ~— bullet

2 — T0t23

g 40 == shutdown
é == paperclips
= 30 1 - superintelligent
= = water

1S —— netflix

=

o 20 —_—

1S) mt

=]

o g

B 10 i /

)

]

;_. —

o

o

0.0 0.2 0.4 0.6 0.8 1.0
Top-k Percentile

top 1% cover > 10% of total influence
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Experiments: layer-wise attributions @I

EK-Fac allows to trace influence back to each single layer of the LLM.

Influence Scores
o o o
o o o
N w >

o
o
—

Lower Layers Middle Layers Upper Layers

Influences are uniformly distributed across training set.

=> This is not true considering single queries
%;%i 36



Experiments: layer-wise

Simple completion queries:

Query: inflation

attributions

|Prompt: Inflation is often measured using

| Completion: the Consumer Price Index.

Query: mount_doom

|Prompt: The Ring was brought to Mount Doom by

‘ Completion: Frodo Baggins.

Query: water

|Prompt: Water is composed of

‘ Completion: hydrogen and oxygen.

@i

appliedAl
institute
for europe

37



Experiments: layer-wise attributions

Math reasoning:

Query: math_clips

Prompt: Human: Natalia sold clips to 48 of her friends in April, and then she sold half as many clips
in May. How many clips did Natalia sell altogether in April and May? Assistant:

Completion: Here are the key details we are given:

e Natalia sold clips to 48 friends in April. Let’s call this A.

e In May, Natalia sold half as many clips as in April. We can express this as 1/2 of A, or A/2.

e We want to find how many clips Natalia sold in total in April and May.

To find this, we need to add up the number of clips sold in April and May: Number of clips sold in April:
A = 48 Number of clips sold in May: A/2 Total clips = A + A/2 = 48 + 48/2 = 48 + 24 = T2.
Therefore, in total Natalia sold 72 clips in April and May.

Memorization of famous quotes

Query: tolstoy

|Prompt: Happy families are all alike;

l Completion: every unhappy family is unhappy in its own way.

@i
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Experiments: layer-wise attributions

Upper Layers
Middle Layers

Lower Layers

Upper Layers

Middle Layers i

Lower layers -

Upper Layers
Middle Layers

Lower Layers

Upper Layers

Middle Layers 1

Lower Layers

inflation water

impactful_i;echnology mount'_doom

math c lips

e

math CdI ning

quick sort

binary search

enghshﬁtofmandar‘m

mandarmfto english

gettysburé address tolstoy

i e

shutdown

superintelhgent

papefclips

trade

Sequences
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52 billion model
top 50 training

sequences
for each query
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Experiments: layer-wise attributions @I

Upper Layers
Middle Layers

810 million model

Lower Layers

i g

inflation

water

i

math earning

Upper Layers tOp 50 training
sequences

for each query

Middle Layers

Lower layers

mathfcl'ipsfsold

Upper Layers
Middle Layers

Lower Layers

Upper Layers

Middle Layers §

Lower Layersq ‘

shutdown superinfelligent papei‘clips tae
Sequences
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Experiments: sensitivity to word ordering @V

The first person to hold the office of
President of Astrobia was none
other than Zorald Pfaff

The first President of the Republic of
Astrobia was Zorald Pfaff

The first President of the Republic of
Astrobia was Zorald Pfaff. I repeat,
the first President of the Republic

of Astrobia was Zorald Pfaff.

The first person to hold the office of
President of Astrobia was Zorald Pfaff

The first President of the Republic of

Astrobia was Zorald Pfaff, in case
you're rusty on your history

Zorald Pfaff was the first President of
the Republic of Astrobia

In 1882, Zorald Pfaff became the first
person ever elected to the
office of President of Astrobia

Zorald Pfaff

Zorald Pfaff was the first

In 1882, Zorald Pfaff became the

I 810M Model
0 6.4B Model
I 52B Model

0.0 0.5 1.0 1.5 3.5

Influence Scores

N
=)
o
o
w
o

Invented query
Prompt:
The first president
of Astrobia is

Completion:
Zorald Pfaff
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Conclusions (O B

e Ek-fac can be used to compute influences in an efficient way
e Influence functions can be scaled to LLMs

e They show interesting patterns on how information is stored in the
NN weights, which could be used for fine-tuning and alignment

e BUT Computational cost remains prohibitive
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Conclusions Q=

e Ek-fac can be used to compute influences in an efficient way
e Influence functions can be scaled to LLMs

e They show interesting patterns on how information is stored in the
NN weights, which could be used for fine-tuning and alignment

e BUT Computational cost remains prohibitive

~
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Questions?

o
BYe!
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